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**Soma / Substração** *dx*(*u ± v*) = *du*

**constante** *d*

*dx*(*c*) = 0

*d*

*dx±dv dx*

**Derivada da potência** *d*

*dx*(*xn*) = *nxn−*1.

Portanto:

*d*

*dx*(*x*) = 1

**Produto por uma constante**

*dx*(*cv*) = *cdv*

*d*

*dx*

**Derivada do produto** *d*

*dx*(*uv*) = *udv*

*dx*+ *vdu*

*dx*
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**Cálculo diferencial: exemplos**

Função constante Função linear Função quadrática
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2 *f*(*x*) = 4*x* + 20*x* + 2

3 *f*(*x*) = 4*x*3 + *x* + 1

4 Se a população mundial é dada pela função *f*(*x*), qual interpretação pode ser dada à sua derivada?
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Em funções de múltiplas variáveis, é possível estabelecer a de múltiplas variáveis, é possível estabelecer a derivada em relderivada em relação a cada variável particular

�� =��2ℎ��

3

Derivada em

relação à “r” Derivada em ����

����=2��ℎ�� 3

��ℎ=��2��3 ����

relação à “h”

**Ciência de dados Revisão de Álgebra Linear**

**Renato Moraes Silva**

**renato.silva@facens.br**
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**zes**

Multiplicação exemplo:

*A × B*: a quantidade de colunas de A deve ser igual a quantidade
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de linhas de B

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAyklEQVQImS3BsUsCUQDA4d+9p+jBKd1xCIcgOASKIURDf4Q0uTjcZEuK5OQaTYGzo+Ph6uwShOImtNmoQQ4WHpynBWn3Wvw+MF9WGF0PZAy9+YD5/I7IFwAEfx8Lkjcuqd6QaLNGOjnOvDGydKWhWRnS/RHx4iW/szHHt1d09x61DwXK/+QwGQEQL18TrZaoXYAw0pCsd7DnCmsWkqjeYk2/sOcKo+vFkE6OKPDZ3lWIvkOEafMz6LF/akOi1kCeXwCgZbLorUdO/gFjKD4zvvNXNgAAAABJRU5ErkJggg==)O produto de uma matriz A com dimensão *m × n* e uma matriz B com dimensão *n × k*, resulta em uma matriz *m × k*

**Álgebra linear: exemplos em Numpy** *Álgebra linear: Exemplos em Numpy* ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMCAYAAADyH+Q0AAAEjElEQVRIic2Va1CUVRjHf2d3Yd0FdpGLwCqC3BRWBBUFQdAZL6E0RUGNjE4z2TCVDl5morKGvKDdZMppMmtyNC8lVGqUljYqOlFqSDZ4QU2EkeGiXAIRBd5339OHZVbX7PLJ8f/tPc9z/s/t/5xXSCllx22VFZXtLBnvy9gAIwDt7T2U76tid/kJ6q60IoTgg5KFzJ6ZyMMCgyYlBUevsX5qIDZvDw4fPcueb05wrPIcqqoBIIRASomHh951sb7hGstf+YxbtwfcCNetzGPSxKgHk/yXl3rIGG5muI8nlcdrWbT0U4Rwd0qIDycnOxm/0RGus+rTdaiKyuuFT7r5Ro4KAuRdJ/eQ3dcm/+H7fhx3bIYvLt5gx+xgAPr6FIQAKSX+/hYey0oiJzuZqIgQhBBsO9dFQvAdGqvVi2npdrcw+w9U82rRTmdIIUiZHM2H7+Vzua6FlWvLuHS5GU2TpKfFsn7dMxStKaXyeC1CCDJnJlK0Ipei1aXsP1CNBIYYPZg/L4OCF+ewrHArlcdrXYowtN9yYB3ilINeJ5iWbic3O4XgYF/K91VRdaqO6EibszhVG6zc2Ymu7l6OHDvj6kdGaizpabHs2VUIgOrQWPj8Rn6vqeeN4jKmpo6heGUeep3AbDayafNBmlo62fzRIvr6Bih8bTtxsaGcOd/IS8sfZ8rkGK5d7yZ/8cfE20P56Zdadm1bjkGvcybfq94ZQ9qUWJpb/2TT5oOcO9+IEIKli7Nc9l4VNCnRDeqqqamTkg3fAuDQJMlJUSgDDsr3naLrRu9gAQ6aWzqou9LKzi1LCPC3uPiqT9cTHjaMhqttAISFDePCpSYAbCF+REfZiBgVjNFoQK/XoygODlXUkJYyhnj7SAz9DkmvouHloedQxRmK3/oKEIjBBO9e0u5+hytxAHtcKJ9vXeYmmzVv7uBqYxtJg0ur0+no71fQJJhMRjffgQGF307XUd/QOjh5HbNmJFBVXce9CB0RwMb389lZeoyt2yucnU+1mdh7+SYLYq2oqgMQSAmjY2zkZCeT+0Sqs+sDDnoUjb8voDuaWzp4dG4SC+ZlAHC4ogYfHzMeBh1NzR3ERNlcvhYfM5mzEsl/duZ/8gJMz7AzPcOOoqh898MpDAUJVnK/b2VuuBdeXkbmPZVGTvYUxsaFurqPlKw+2UHeaMu/swORESGUff0zFy46x9/WfgOrxcycR8bzQsEnpEyOQafTMSzQSlbmBN4u2cuVhuvodU4dZ866/3+krb2bLTuOIAaLbL3ehX7Tu8WruvodrDrZyXPJwznyYzU1ZxuYnm7HYNCjapK1v3YgBMwfY3EV5NA0hg71ZmzcSLcgExIjUBQHer0Ok8mT5EnRZGVOZPaMBLy9TKiqhsnkia+vF3lPTyViVBA3e/swDfHEZPIkMiKYwEAL4+wj8fPzASSK4mBcfBhXG9sxm4yYTJ4EBVkR0glKqjvpOnuR3RtKAcnqd/Jp9B9B2R895ER583KSn5veHwYYwPkeFyb50xZup2p3AAaDHhEchFRgT1YIoRYP/o8mHzT+Au6jqP9mGBnnAAAAAElFTkSuQmCC)
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**Exercícios ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMCAYAAADyH+Q0AAAEjElEQVRIic2Va1CUVRjHf2d3Yd0FdpGLwCqC3BRWBBUFQdAZL6E0RUGNjE4z2TCVDl5morKGvKDdZMppMmtyNC8lVGqUljYqOlFqSDZ4QU2EkeGiXAIRBd5339OHZVbX7PLJ8f/tPc9z/s/t/5xXSCllx22VFZXtLBnvy9gAIwDt7T2U76tid/kJ6q60IoTgg5KFzJ6ZyMMCgyYlBUevsX5qIDZvDw4fPcueb05wrPIcqqoBIIRASomHh951sb7hGstf+YxbtwfcCNetzGPSxKgHk/yXl3rIGG5muI8nlcdrWbT0U4Rwd0qIDycnOxm/0RGus+rTdaiKyuuFT7r5Ro4KAuRdJ/eQ3dcm/+H7fhx3bIYvLt5gx+xgAPr6FIQAKSX+/hYey0oiJzuZqIgQhBBsO9dFQvAdGqvVi2npdrcw+w9U82rRTmdIIUiZHM2H7+Vzua6FlWvLuHS5GU2TpKfFsn7dMxStKaXyeC1CCDJnJlK0Ipei1aXsP1CNBIYYPZg/L4OCF+ewrHArlcdrXYowtN9yYB3ilINeJ5iWbic3O4XgYF/K91VRdaqO6EibszhVG6zc2Ymu7l6OHDvj6kdGaizpabHs2VUIgOrQWPj8Rn6vqeeN4jKmpo6heGUeep3AbDayafNBmlo62fzRIvr6Bih8bTtxsaGcOd/IS8sfZ8rkGK5d7yZ/8cfE20P56Zdadm1bjkGvcybfq94ZQ9qUWJpb/2TT5oOcO9+IEIKli7Nc9l4VNCnRDeqqqamTkg3fAuDQJMlJUSgDDsr3naLrRu9gAQ6aWzqou9LKzi1LCPC3uPiqT9cTHjaMhqttAISFDePCpSYAbCF+REfZiBgVjNFoQK/XoygODlXUkJYyhnj7SAz9DkmvouHloedQxRmK3/oKEIjBBO9e0u5+hytxAHtcKJ9vXeYmmzVv7uBqYxtJg0ur0+no71fQJJhMRjffgQGF307XUd/QOjh5HbNmJFBVXce9CB0RwMb389lZeoyt2yucnU+1mdh7+SYLYq2oqgMQSAmjY2zkZCeT+0Sqs+sDDnoUjb8voDuaWzp4dG4SC+ZlAHC4ogYfHzMeBh1NzR3ERNlcvhYfM5mzEsl/duZ/8gJMz7AzPcOOoqh898MpDAUJVnK/b2VuuBdeXkbmPZVGTvYUxsaFurqPlKw+2UHeaMu/swORESGUff0zFy46x9/WfgOrxcycR8bzQsEnpEyOQafTMSzQSlbmBN4u2cuVhuvodU4dZ866/3+krb2bLTuOIAaLbL3ehX7Tu8WruvodrDrZyXPJwznyYzU1ZxuYnm7HYNCjapK1v3YgBMwfY3EV5NA0hg71ZmzcSLcgExIjUBQHer0Ok8mT5EnRZGVOZPaMBLy9TKiqhsnkia+vF3lPTyViVBA3e/swDfHEZPIkMiKYwEAL4+wj8fPzASSK4mBcfBhXG9sxm4yYTJ4EBVkR0glKqjvpOnuR3RtKAcnqd/Jp9B9B2R895ER583KSn5veHwYYwPkeFyb50xZup2p3AAaDHhEchFRgT1YIoRYP/o8mHzT+Au6jqP9mGBnnAAAAAElFTkSuQmCC)**

1 Suponha que você irá multiplicar uma matriz de dimensão 3x2 por uma de 2x3. É possível fazer essa multiplicação? Qual será a dimensionalidade da nova matriz?

2 Suponha que você irá multiplicar uma matriz de dimensão 4x2 por uma de 4x3. É possível fazer essa multiplicação? Qual será a dimensionalidade da nova matriz?

3 Considere *A* =

1 2 3 2

e *B* =

1 2 3 6 4 5

. Quanto é *A × B*?

4 Considere *A* =

1 2 3 1 2 3

e *B* =

 

1 2



. Quanto é *A × B*?

5 Calcule: 5 *×*

1 2 2 1

3

**Ciência de dados Regressão**

**Renato Moraes Silva renato.silva@facens.br**

**Modelos preditivos**Tiago A. Almeida Modelos preditivos ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMCAYAAADyH+Q0AAAEjElEQVRIic2Va1CUVRjHf2d3Yd0FdpGLwCqC3BRWBBUFQdAZL6E0RUGNjE4z2TCVDl5morKGvKDdZMppMmtyNC8lVGqUljYqOlFqSDZ4QU2EkeGiXAIRBd5339OHZVbX7PLJ8f/tPc9z/s/t/5xXSCllx22VFZXtLBnvy9gAIwDt7T2U76tid/kJ6q60IoTgg5KFzJ6ZyMMCgyYlBUevsX5qIDZvDw4fPcueb05wrPIcqqoBIIRASomHh951sb7hGstf+YxbtwfcCNetzGPSxKgHk/yXl3rIGG5muI8nlcdrWbT0U4Rwd0qIDycnOxm/0RGus+rTdaiKyuuFT7r5Ro4KAuRdJ/eQ3dcm/+H7fhx3bIYvLt5gx+xgAPr6FIQAKSX+/hYey0oiJzuZqIgQhBBsO9dFQvAdGqvVi2npdrcw+w9U82rRTmdIIUiZHM2H7+Vzua6FlWvLuHS5GU2TpKfFsn7dMxStKaXyeC1CCDJnJlK0Ipei1aXsP1CNBIYYPZg/L4OCF+ewrHArlcdrXYowtN9yYB3ilINeJ5iWbic3O4XgYF/K91VRdaqO6EibszhVG6zc2Ymu7l6OHDvj6kdGaizpabHs2VUIgOrQWPj8Rn6vqeeN4jKmpo6heGUeep3AbDayafNBmlo62fzRIvr6Bih8bTtxsaGcOd/IS8sfZ8rkGK5d7yZ/8cfE20P56Zdadm1bjkGvcybfq94ZQ9qUWJpb/2TT5oOcO9+IEIKli7Nc9l4VNCnRDeqqqamTkg3fAuDQJMlJUSgDDsr3naLrRu9gAQ6aWzqou9LKzi1LCPC3uPiqT9cTHjaMhqttAISFDePCpSYAbCF+REfZiBgVjNFoQK/XoygODlXUkJYyhnj7SAz9DkmvouHloedQxRmK3/oKEIjBBO9e0u5+hytxAHtcKJ9vXeYmmzVv7uBqYxtJg0ur0+no71fQJJhMRjffgQGF307XUd/QOjh5HbNmJFBVXce9CB0RwMb389lZeoyt2yucnU+1mdh7+SYLYq2oqgMQSAmjY2zkZCeT+0Sqs+sDDnoUjb8voDuaWzp4dG4SC+ZlAHC4ogYfHzMeBh1NzR3ERNlcvhYfM5mzEsl/duZ/8gJMz7AzPcOOoqh898MpDAUJVnK/b2VuuBdeXkbmPZVGTvYUxsaFurqPlKw+2UHeaMu/swORESGUff0zFy46x9/WfgOrxcycR8bzQsEnpEyOQafTMSzQSlbmBN4u2cuVhuvodU4dZ866/3+krb2bLTuOIAaLbL3ehX7Tu8WruvodrDrZyXPJwznyYzU1ZxuYnm7HYNCjapK1v3YgBMwfY3EV5NA0hg71ZmzcSLcgExIjUBQHer0Ok8mT5EnRZGVOZPaMBLy9TKiqhsnkia+vF3lPTyViVBA3e/swDfHEZPIkMiKYwEAL4+wj8fPzASSK4mBcfBhXG9sxm4yYTJ4EBVkR0glKqjvpOnuR3RtKAcnqd/Jp9B9B2R895ER583KSn5veHwYYwPkeFyb50xZup2p3AAaDHhEchFRgT1YIoRYP/o8mHzT+Au6jqP9mGBnnAAAAAElFTkSuQmCC)

Definição: dado conjunto de observações

**D** = {(**x**(i), *f*(**x**(i))), *i* = 1, ..., *m*}

*f* representa uma função desconhecida: função objetivo

Mapeia entradas em saídas correspondentes

**^**

Algoritmo preditivo aprende aproximação *f*

Permite estimar valor de *f* para novos objetos **x**

Regressão

*y* (i) = *f*(**x**(i)) ∈ ℜ **^**

**Regressão**

Tiago A. Almeida

Regressão ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMCAYAAADyH+Q0AAAEjElEQVRIic2Va1CUVRjHf2d3Yd0FdpGLwCqC3BRWBBUFQdAZL6E0RUGNjE4z2TCVDl5morKGvKDdZMppMmtyNC8lVGqUljYqOlFqSDZ4QU2EkeGiXAIRBd5339OHZVbX7PLJ8f/tPc9z/s/t/5xXSCllx22VFZXtLBnvy9gAIwDt7T2U76tid/kJ6q60IoTgg5KFzJ6ZyMMCgyYlBUevsX5qIDZvDw4fPcueb05wrPIcqqoBIIRASomHh951sb7hGstf+YxbtwfcCNetzGPSxKgHk/yXl3rIGG5muI8nlcdrWbT0U4Rwd0qIDycnOxm/0RGus+rTdaiKyuuFT7r5Ro4KAuRdJ/eQ3dcm/+H7fhx3bIYvLt5gx+xgAPr6FIQAKSX+/hYey0oiJzuZqIgQhBBsO9dFQvAdGqvVi2npdrcw+w9U82rRTmdIIUiZHM2H7+Vzua6FlWvLuHS5GU2TpKfFsn7dMxStKaXyeC1CCDJnJlK0Ipei1aXsP1CNBIYYPZg/L4OCF+ewrHArlcdrXYowtN9yYB3ilINeJ5iWbic3O4XgYF/K91VRdaqO6EibszhVG6zc2Ymu7l6OHDvj6kdGaizpabHs2VUIgOrQWPj8Rn6vqeeN4jKmpo6heGUeep3AbDayafNBmlo62fzRIvr6Bih8bTtxsaGcOd/IS8sfZ8rkGK5d7yZ/8cfE20P56Zdadm1bjkGvcybfq94ZQ9qUWJpb/2TT5oOcO9+IEIKli7Nc9l4VNCnRDeqqqamTkg3fAuDQJMlJUSgDDsr3naLrRu9gAQ6aWzqou9LKzi1LCPC3uPiqT9cTHjaMhqttAISFDePCpSYAbCF+REfZiBgVjNFoQK/XoygODlXUkJYyhnj7SAz9DkmvouHloedQxRmK3/oKEIjBBO9e0u5+hytxAHtcKJ9vXeYmmzVv7uBqYxtJg0ur0+no71fQJJhMRjffgQGF307XUd/QOjh5HbNmJFBVXce9CB0RwMb389lZeoyt2yucnU+1mdh7+SYLYq2oqgMQSAmjY2zkZCeT+0Sqs+sDDnoUjb8voDuaWzp4dG4SC+ZlAHC4ogYfHzMeBh1NzR3ERNlcvhYfM5mzEsl/duZ/8gJMz7AzPcOOoqh898MpDAUJVnK/b2VuuBdeXkbmPZVGTvYUxsaFurqPlKw+2UHeaMu/swORESGUff0zFy46x9/WfgOrxcycR8bzQsEnpEyOQafTMSzQSlbmBN4u2cuVhuvodU4dZ866/3+krb2bLTuOIAaLbL3ehX7Tu8WruvodrDrZyXPJwznyYzU1ZxuYnm7HYNCjapK1v3YgBMwfY3EV5NA0hg71ZmzcSLcgExIjUBQHer0Ok8mT5EnRZGVOZPaMBLy9TKiqhsnkia+vF3lPTyViVBA3e/swDfHEZPIkMiKYwEAL4+wj8fPzASSK4mBcfBhXG9sxm4yYTJ4EBVkR0glKqjvpOnuR3RtKAcnqd/Jp9B9B2R895ER583KSn5veHwYYwPkeFyb50xZup2p3AAaDHhEchFRgT1YIoRYP/o8mHzT+Au6jqP9mGBnnAAAAAElFTkSuQmCC)

Meta: aprender função (curva aproximada) que relacione entradas a valores contínuos de saídas

**Exemplos**

Prever valor de mercado de um imóvel

Prever o lucro de um empréstimo bancário

Prever o valor de um ativo

**Outros exemplos ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMCAYAAADyH+Q0AAAEjElEQVRIic2Va1CUVRjHf2d3Yd0FdpGLwCqC3BRWBBUFQdAZL6E0RUGNjE4z2TCVDl5morKGvKDdZMppMmtyNC8lVGqUljYqOlFqSDZ4QU2EkeGiXAIRBd5339OHZVbX7PLJ8f/tPc9z/s/t/5xXSCllx22VFZXtLBnvy9gAIwDt7T2U76tid/kJ6q60IoTgg5KFzJ6ZyMMCgyYlBUevsX5qIDZvDw4fPcueb05wrPIcqqoBIIRASomHh951sb7hGstf+YxbtwfcCNetzGPSxKgHk/yXl3rIGG5muI8nlcdrWbT0U4Rwd0qIDycnOxm/0RGus+rTdaiKyuuFT7r5Ro4KAuRdJ/eQ3dcm/+H7fhx3bIYvLt5gx+xgAPr6FIQAKSX+/hYey0oiJzuZqIgQhBBsO9dFQvAdGqvVi2npdrcw+w9U82rRTmdIIUiZHM2H7+Vzua6FlWvLuHS5GU2TpKfFsn7dMxStKaXyeC1CCDJnJlK0Ipei1aXsP1CNBIYYPZg/L4OCF+ewrHArlcdrXYowtN9yYB3ilINeJ5iWbic3O4XgYF/K91VRdaqO6EibszhVG6zc2Ymu7l6OHDvj6kdGaizpabHs2VUIgOrQWPj8Rn6vqeeN4jKmpo6heGUeep3AbDayafNBmlo62fzRIvr6Bih8bTtxsaGcOd/IS8sfZ8rkGK5d7yZ/8cfE20P56Zdadm1bjkGvcybfq94ZQ9qUWJpb/2TT5oOcO9+IEIKli7Nc9l4VNCnRDeqqqamTkg3fAuDQJMlJUSgDDsr3naLrRu9gAQ6aWzqou9LKzi1LCPC3uPiqT9cTHjaMhqttAISFDePCpSYAbCF+REfZiBgVjNFoQK/XoygODlXUkJYyhnj7SAz9DkmvouHloedQxRmK3/oKEIjBBO9e0u5+hytxAHtcKJ9vXeYmmzVv7uBqYxtJg0ur0+no71fQJJhMRjffgQGF307XUd/QOjh5HbNmJFBVXce9CB0RwMb389lZeoyt2yucnU+1mdh7+SYLYq2oqgMQSAmjY2zkZCeT+0Sqs+sDDnoUjb8voDuaWzp4dG4SC+ZlAHC4ogYfHzMeBh1NzR3ERNlcvhYfM5mzEsl/duZ/8gJMz7AzPcOOoqh898MpDAUJVnK/b2VuuBdeXkbmPZVGTvYUxsaFurqPlKw+2UHeaMu/swORESGUff0zFy46x9/WfgOrxcycR8bzQsEnpEyOQafTMSzQSlbmBN4u2cuVhuvodU4dZ866/3+krb2bLTuOIAaLbL3ehX7Tu8WruvodrDrZyXPJwznyYzU1ZxuYnm7HYNCjapK1v3YgBMwfY3EV5NA0hg71ZmzcSLcgExIjUBQHer0Ok8mT5EnRZGVOZPaMBLy9TKiqhsnkia+vF3lPTyViVBA3e/swDfHEZPIkMiKYwEAL4+wj8fPzASSK4mBcfBhXG9sxm4yYTJ4EBVkR0glKqjvpOnuR3RtKAcnqd/Jp9B9B2R895ER583KSn5veHwYYwPkeFyb50xZup2p3AAaDHhEchFRgT1YIoRYP/o8mHzT+Au6jqP9mGBnnAAAAAElFTkSuQmCC)**

Qual é o valor comercial de uma casa, dadas as suas características e de seu bairro?

Qual é o salário de um determinado profissional, dado o número de anos em que ele está na profissão?

Qual é o valor adequado para emprestar de dinheiro a um determinado cliente de um banco?

Quanto uma determinada região da cidade produz de lixo de acordo com sua densidade populacional?

**Pipeline**Pipeline ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMCAYAAADyH+Q0AAAEjElEQVRIic2Va1CUVRjHf2d3Yd0FdpGLwCqC3BRWBBUFQdAZL6E0RUGNjE4z2TCVDl5morKGvKDdZMppMmtyNC8lVGqUljYqOlFqSDZ4QU2EkeGiXAIRBd5339OHZVbX7PLJ8f/tPc9z/s/t/5xXSCllx22VFZXtLBnvy9gAIwDt7T2U76tid/kJ6q60IoTgg5KFzJ6ZyMMCgyYlBUevsX5qIDZvDw4fPcueb05wrPIcqqoBIIRASomHh951sb7hGstf+YxbtwfcCNetzGPSxKgHk/yXl3rIGG5muI8nlcdrWbT0U4Rwd0qIDycnOxm/0RGus+rTdaiKyuuFT7r5Ro4KAuRdJ/eQ3dcm/+H7fhx3bIYvLt5gx+xgAPr6FIQAKSX+/hYey0oiJzuZqIgQhBBsO9dFQvAdGqvVi2npdrcw+w9U82rRTmdIIUiZHM2H7+Vzua6FlWvLuHS5GU2TpKfFsn7dMxStKaXyeC1CCDJnJlK0Ipei1aXsP1CNBIYYPZg/L4OCF+ewrHArlcdrXYowtN9yYB3ilINeJ5iWbic3O4XgYF/K91VRdaqO6EibszhVG6zc2Ymu7l6OHDvj6kdGaizpabHs2VUIgOrQWPj8Rn6vqeeN4jKmpo6heGUeep3AbDayafNBmlo62fzRIvr6Bih8bTtxsaGcOd/IS8sfZ8rkGK5d7yZ/8cfE20P56Zdadm1bjkGvcybfq94ZQ9qUWJpb/2TT5oOcO9+IEIKli7Nc9l4VNCnRDeqqqamTkg3fAuDQJMlJUSgDDsr3naLrRu9gAQ6aWzqou9LKzi1LCPC3uPiqT9cTHjaMhqttAISFDePCpSYAbCF+REfZiBgVjNFoQK/XoygODlXUkJYyhnj7SAz9DkmvouHloedQxRmK3/oKEIjBBO9e0u5+hytxAHtcKJ9vXeYmmzVv7uBqYxtJg0ur0+no71fQJJhMRjffgQGF307XUd/QOjh5HbNmJFBVXce9CB0RwMb389lZeoyt2yucnU+1mdh7+SYLYq2oqgMQSAmjY2zkZCeT+0Sqs+sDDnoUjb8voDuaWzp4dG4SC+ZlAHC4ogYfHzMeBh1NzR3ERNlcvhYfM5mzEsl/duZ/8gJMz7AzPcOOoqh898MpDAUJVnK/b2VuuBdeXkbmPZVGTvYUxsaFurqPlKw+2UHeaMu/swORESGUff0zFy46x9/WfgOrxcycR8bzQsEnpEyOQafTMSzQSlbmBN4u2cuVhuvodU4dZ866/3+krb2bLTuOIAaLbL3ehX7Tu8WruvodrDrZyXPJwznyYzU1ZxuYnm7HYNCjapK1v3YgBMwfY3EV5NA0hg71ZmzcSLcgExIjUBQHer0Ok8mT5EnRZGVOZPaMBLy9TKiqhsnkia+vF3lPTyViVBA3e/swDfHEZPIkMiKYwEAL4+wj8fPzASSK4mBcfBhXG9sxm4yYTJ4EBVkR0glKqjvpOnuR3RtKAcnqd/Jp9B9B2R895ER583KSn5veHwYYwPkeFyb50xZup2p3AAaDHhEchFRgT1YIoRYP/o8mHzT+Au6jqP9mGBnnAAAAAElFTkSuQmCC)

conjunto de dados

*x*11 *x*12 ... Técnica de

*x*21 *x*22 ...

*x*1n *x*2n

*y*1 *y*2

*h*

...... .. ...

regressão

Hipótese

*x*m1 *x*m2 ...

*x*mn

*y*m

**Treinamento**

*Objetivo:* preditor capaz de predizer corretamente o valor de novos dados

xn x ... **x** x1 2 novo dado

*h*

Preditor

*h*(**x**)

previsão **Teste**

**Métodos**

Regressão Linear

Tiago A. Almeida

Métodos ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAMCAYAAADyH+Q0AAAEjElEQVRIic2Va1CUVRjHf2d3Yd0FdpGLwCqC3BRWBBUFQdAZL6E0RUGNjE4z2TCVDl5morKGvKDdZMppMmtyNC8lVGqUljYqOlFqSDZ4QU2EkeGiXAIRBd5339OHZVbX7PLJ8f/tPc9z/s/t/5xXSCllx22VFZXtLBnvy9gAIwDt7T2U76tid/kJ6q60IoTgg5KFzJ6ZyMMCgyYlBUevsX5qIDZvDw4fPcueb05wrPIcqqoBIIRASomHh951sb7hGstf+YxbtwfcCNetzGPSxKgHk/yXl3rIGG5muI8nlcdrWbT0U4Rwd0qIDycnOxm/0RGus+rTdaiKyuuFT7r5Ro4KAuRdJ/eQ3dcm/+H7fhx3bIYvLt5gx+xgAPr6FIQAKSX+/hYey0oiJzuZqIgQhBBsO9dFQvAdGqvVi2npdrcw+w9U82rRTmdIIUiZHM2H7+Vzua6FlWvLuHS5GU2TpKfFsn7dMxStKaXyeC1CCDJnJlK0Ipei1aXsP1CNBIYYPZg/L4OCF+ewrHArlcdrXYowtN9yYB3ilINeJ5iWbic3O4XgYF/K91VRdaqO6EibszhVG6zc2Ymu7l6OHDvj6kdGaizpabHs2VUIgOrQWPj8Rn6vqeeN4jKmpo6heGUeep3AbDayafNBmlo62fzRIvr6Bih8bTtxsaGcOd/IS8sfZ8rkGK5d7yZ/8cfE20P56Zdadm1bjkGvcybfq94ZQ9qUWJpb/2TT5oOcO9+IEIKli7Nc9l4VNCnRDeqqqamTkg3fAuDQJMlJUSgDDsr3naLrRu9gAQ6aWzqou9LKzi1LCPC3uPiqT9cTHjaMhqttAISFDePCpSYAbCF+REfZiBgVjNFoQK/XoygODlXUkJYyhnj7SAz9DkmvouHloedQxRmK3/oKEIjBBO9e0u5+hytxAHtcKJ9vXeYmmzVv7uBqYxtJg0ur0+no71fQJJhMRjffgQGF307XUd/QOjh5HbNmJFBVXce9CB0RwMb389lZeoyt2yucnU+1mdh7+SYLYq2oqgMQSAmjY2zkZCeT+0Sqs+sDDnoUjb8voDuaWzp4dG4SC+ZlAHC4ogYfHzMeBh1NzR3ERNlcvhYfM5mzEsl/duZ/8gJMz7AzPcOOoqh898MpDAUJVnK/b2VuuBdeXkbmPZVGTvYUxsaFurqPlKw+2UHeaMu/swORESGUff0zFy46x9/WfgOrxcycR8bzQsEnpEyOQafTMSzQSlbmBN4u2cuVhuvodU4dZ866/3+krb2bLTuOIAaLbL3ehX7Tu8WruvodrDrZyXPJwznyYzU1ZxuYnm7HYNCjapK1v3YgBMwfY3EV5NA0hg71ZmzcSLcgExIjUBQHer0Ok8mT5EnRZGVOZPaMBLy9TKiqhsnkia+vF3lPTyViVBA3e/swDfHEZPIkMiKYwEAL4+wj8fPzASSK4mBcfBhXG9sxm4yYTJ4EBVkR0glKqjvpOnuR3RtKAcnqd/Jp9B9B2R895ER583KSn5veHwYYwPkeFyb50xZup2p3AAaDHhEchFRgT1YIoRYP/o8mHzT+Au6jqP9mGBnnAAAAAElFTkSuQmCC)

Árvores de Regressão

Redes Neurais Artificiais

Máquinas de Vetores de Suporte

… Cada técnica de AM utiliza

um mecanismo distinto na

aproximação da função

objetivo

**Ciência de dados**

**Regressão Linear Univariada**

**Renato Moraes Silva**

**renato.silva@facens.br**

**Regressão: exemplo**
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egresso: exempo **Regressão: exemplo** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8eAwAIugLdpL9UBwAAAABJRU5ErkJggg==)

Conjunto de treinamento (valores de imóveis) Conjunto de treinamento (valores de imóveis)

**Notação**

**m** = número de amostras **x** = atributos (entrada) **y** = meta (saída)

**Tamanho (x) Valor x U$ 1000 (y)** 2104 460

1416 232

1534 315

852 178

... ...

**Hipótese (h)**Tiago A. Almeida Hipótese (h) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8GAwAIrgLXC3RkHAAAAABJRU5ErkJggg==)
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**Hipótese (h)**Tiago A. Almeida Hipótese (h) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//86AwAIrALWEDRPwgAAAABJRU5ErkJggg==)

Hipótese:

*h✓*(*x*) = *✓*0 + *✓*1(*x*)

*h*(*x*)

y

x

- Regressão linear com uma variável - Regressão linear univariada

**Hipótese (h) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8WAwAIsgLZni6PwQAAAABJRU5ErkJggg==)**

*y* ou *hθ*(*x*) é também chamada de variável dependente *x* é chamada de variável independente

*θ*0 determina onde a reta cruza o eixo y

*θ*1 define a inclinação da reta

**Hipótese (h)** Hipótese:

Tiago A. Almeida

Hipótese (h) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8mAwAIsALYQs7OawAAAABJRU5ErkJggg==)*h✓*(*x*) = *✓*0 + *✓*1(*x*)

*h*(*x*)

y

x

**Como encontrar a melhor hipótese?**

- Regressão linear com uma variável - Regressão linear univariada

**Escolha da hipótese**Tiago A. Almeida Escolha da hipótese ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8cAwAImgLNFtoTqgAAAABJRU5ErkJggg==)

Conjunto de treinamento (valores de imóveis)

**Tamanho (x) Valor x U$ 1000 (y)**

2104 460

1416 232

1534 315

852 178

... ...

Hipótese:

*h✓*(*x*) = *✓*0 + *✓*1(*x*)

Parâmetros:

*✓i*

*✓i*

Como escolher bons valores para ?

**Parâmetros**

Tiago A. Almeida

Parâmetros ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8yAwAIpALSKqWUBAAAAABJRU5ErkJggg==)

Hipótese: *h✓*(*x*) = *✓*0 + *✓*1(*x*)
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**Parâmetros**

Tiago A. Almeida
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Hipótese: *h✓*(*x*) = *✓*0 + *✓*1(*x*)
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**Parâmetros**

Tiago A. Almeida
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Hipótese: *h✓*(*x*) = *✓*0 + *✓*1(*x*)
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**Parâmetros**
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Hipótese: *h✓*(*x*) = *✓*0 + *✓*1(*x*)
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**Parâmetros**

Tiago A. Almeida
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Hipótese: *h✓*(*x*) = *✓*0 + *✓*1(*x*)

*h*(*x*)

y

x

*✓*0*, ✓*1

**Objetivo:** encontrar de tal forma que *h*(**x**) aproxima ***y*** para os exemplos de treinamento.

**Parâmetros**

Tiago A. Almeida

Parâmetros ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8UAwAIkgLJLEvIbAAAAABJRU5ErkJggg==)

Hipótese: *h✓*(*x*) = *✓*0 + *✓*1(*x*)

y

x

*h*(*x*)

*✓*0*, ✓*1

**Em outras palavras:**

*✓*0*, ✓*1

- Escolher que minimize o **Erro Quadrático Médio** entre as predições (*h*(**x**)) e as saídas esperadas (***y***) para as amostras de treinamento.

**Objetivo:** encontrar de tal forma que *h*(**x**) aproxima ***y*** para os exemplos de treinamento.

Tiago A. Almeida

**Função custo (J)** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8IAwAIhgLDd8/cZAAAAABJRU5ErkJggg==)

Função Custo (J)

Erro quadrático médio: *h✓*(*x*) = *✓*0 + *✓*1(*x*)

y

x

*J*(*✓*0*, ✓*1) = 12*m*X*m i*=1

(*h✓*(*xi*) *yi*)2

**Função custo (J)**Tiago A. Almeida Função Custo (J) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8wAwAIhALCmMDTqQAAAABJRU5ErkJggg==)

Minimizar o erro:

*h✓*(*x*) = *✓*0 + *✓*1(*x*)

*J*(*✓*0*, ✓*1) = 12*m*X*m i*=1

(*h✓*(*xi*) *yi*)2

y

x

*✓*0*, ✓*1

*min J*(*✓*0*, ✓*1) *✓*0*, ✓*1

**Objetivo:** encontrar de tal forma que *h*(**x**) aproxima ***y*** para os exemplos de treinamento.

**Função custo (J): interpretação**Tiago A. Almeida Função Custo (J): Interpretação ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8oAwAIiALELIhdUQAAAABJRU5ErkJggg==)

Hipótese:

*h✓*(*x*) = *✓*0 + *✓*1(*x*)

Parâmetros:

*✓*0*, ✓*1

Função Custo:

Objetivo:

*J*(*✓*0*, ✓*1) = 12*m*X*m i*=1

*min J*(*✓*0*, ✓*1) *✓*0*, ✓*1

(*h✓*(*xi*) *yi*)2

**Função custo (J): interpretação**Tiago A. Almeida Função Custo (J): Interpretação![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8nAwAI8AL4r01o1wAAAABJRU5ErkJggg==)

Hipótese: Parâmetros:

*h✓*(*x*) = *✓*0 + *✓*1(*x*) *✓*0*, ✓*1

Vamos supor que:

Função Custo:

*J*(*✓*0*, ✓*1) = 12*m*X*m*

*i*=1

*min J*(*✓*0*, ✓*1)

(*h✓*(*xi*) *yi*)2

Objetivo:

*min J*(*✓*1) *✓*0*, ✓*1 *✓*1

Tiago A. Almeida

**Função custo (J): interpretação** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//87AwAI7AL2/bfpfgAAAABJRU5ErkJggg==)

Função Custo (J): Interpretação
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**Função custo (J): interpretação**Tiago A. Almeida Função Custo (J): Interpretação![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//83AwAI9AL6IZQ96QAAAABJRU5ErkJggg==)
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**Função custo (J): interpretação**Tiago A. Almeida Função Custo (J): Interpretação ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8zAwAI5ALyxyYyuAAAAABJRU5ErkJggg==)

Variando obtém-se

uma parábola para

3"

Como deseja-se obter que minimize , então = 1 é a melhor escolha

2" 1" 0"

**X**

**X**

**X**

**X**

**X**

para esse exemplo, pois

&0,5" 0" 0,5" 1" 1,5" 2" 2,5"

Tiago A. Almeida

**Função custo (J): interpretação** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8TAwAI4gLxlR8mLAAAAABJRU5ErkJggg==)

Função Custo (J): Interpretação

Variando obtém-se

uma parábola para

3"

Como deseja-se obter que minimize , então = 1 é a melhor escolha

2" 1" 0"

**X**

**X**

**X**

**X**

**X**

para esse exemplo, pois

&0,5" 0" 0,5" 1" 1,5" 2" 2,5"

*J*(1) = 0

**Função custo (J): interpretação**Tiago A. Almeida Função Custo (J): Interpretação![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8rAwAI6AL0c268QAAAAABJRU5ErkJggg==)
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1000)
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*✓*1 = 0*.*06
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*J*(*✓*0*, ✓*1)

**Função custo (J): interpretação**Tiago A. Almeida Função Custo (J): Interpretação![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8jAwAI4ALwSf9nhgAAAABJRU5ErkJggg==)
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**Ciência de dados Gradiente Descendente**

**Renato Moraes Silva**

**renato.silva@facens.br**

Tiago A. Almeida
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**Gradiente descendente**
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**Gradiente descendente**

Repetir até convergir {

*✓j* := *✓j ↵@@✓jJ*(*✓*0*, ✓*1)

(para *j* = 0 e *j* = 1)

A atualização dos deve ser “simultânea” *✓j*

}

Tiago A. Almeida
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**Gradiente descendente**

Repetir até convergir {

*✓j* := *✓j ↵@@✓jJ*(*✓*0*, ✓*1)

(para *j* = 0 e *j* = 1)

} Taxa de  aprendizagem

Derivada parcial (tamanho do passo)

Tiago A. Almeida
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**Gradiente descendente**

Repetir até convergir {

*✓j* := *✓j ↵@@✓jJ*(*✓*0*, ✓*1)

(para *j* = 0 e *j* = 1)

- Se α for muito pequeno, a convergência poderá

ser lenta

- Se α for muito grande, poderá não haver

}

Taxa de

convergência

Derivada parcial

aprendizagem

(tamanho do passo)

Tiago A. Almeida

Gradiente descendente ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8pAwAIyALkwQv77QAAAABJRU5ErkJggg==)

**Gradiente descendente**

Repetir até convergir {

*✓j* := *✓j ↵@@✓jJ*(*✓*0*, ✓*1)

(para *j* = 0 e *j* = 1)

- O método converge para um ótimo local mesmo

se α for um valor fixo

- Conforme o ótimo for se aproximando, o método

}

Taxa de

reduz o tamanho do passo automaticamenteDerivada parcial

aprendizagem

(tamanho do passo)

**Gradiente para regressão linear**Tiago A. Almeida Gradiente para regressão linear ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8JAwAIxgLjmkx62AAAAABJRU5ErkJggg==)

Repetir até convergir {

*✓j* := *✓j ↵@@✓jJ*(*✓*0*, ✓*1)

(para *j* = 0 e *j* = 1)

} *J*(*✓*0*, ✓*1) = 12*m*X*m i*=1

(*h✓*(*xi*) *yi*)2

*h✓*(*x*) = *✓*0 + *✓*1(*x*)

**Gradiente para regressão linear**Tiago A. Almeida Gradiente para regressão linear ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8hAwAIwALg+5ogKwAAAABJRU5ErkJggg==)

Repetir até convergir {

*✓j* := *✓j ↵@@✓jJ*(*✓*0*, ✓*1)

(para *j* = 0 e *j* = 1)

*j* =0: *@@✓jJ*(*✓*0*, ✓*1) =

}

*j* =1: *@@✓jJ*(*✓*0*, ✓*1) =

1

*m*

1

*m*

X*m*

*i*=1 X*m*

*i*=1

(*h✓*(*xi*) *yi*) (*h✓*(*xi*) *yi*)*xi*

**Derivadas da função de custo Erro Médio Quadrático (MSE)**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8BAwAIvgLf3C5x0AAAAABJRU5ErkJggg==)**

1 A Função de custo: *J* =1*m*X*m i*=1

(*yi − hθ*(*x*))2

2 A derivada em relação ao *θ*:*∂J*

*∂θ*1?

1 Expandindo o cálculo da predição:

*J* =1*m*X*m*

*i*=1

2 Distribuindo o expoente: h

[*yi −* (*xiθ*1 + *θ*0)]2

*J* =1*m*X*m i*=1

*y*2*i −*2*yi* (*xiθ*1 + *θ*0)+ (*−xiθ*1 *− θ*0)2i

**Derivadas da função de custo Erro Médio Quadrático (MSE)**

3 Distributiva no segundo termo e no expoente do terceiro:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8xAwAIxALidUN1FQAAAABJRU5ErkJggg==)

*J* =1*m*X*m i*=1

h

*y*2*i −*2*yixiθ*1 *−* 2*yiθ*0+

(*−xiθ*1)2 + 2*xiθ*1*θ*0 + (*−θ*0)2 i

4 Calculando derivadas parciais para cada elemento. Lembrem que elementos onde não aparece *θ*1 são considerados constantes, logo suas derivadas são 0. Onde há *θ*1 a derivada torna-se 1, e onde há *θ*21, a derivada torna-se 2*θ*1:

*∂θ* =1*m*X*m*

*∂J*

*i*=1

*~~y~~*2*i −*2*yixi~~−~~*~~2~~*~~y~~~~i~~~~θ~~*~~0~~~~+~~2*x*2*iθ*1 + 2*xiθ*0*~~−θ~~*20

**Derivadas da função de custo Erro Médio Quadrático (MSE)**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8RAwAIwgLhJ3phgQAAAABJRU5ErkJggg==)**

5 Reorganizando os termos por fator comum (colocando *−*2*xi* em evidência):

*∂θ* =1*m*X*m*

*∂J*

*i*=1

[*−*2*xi* (*yi −* (*xiθ*1 + *θ*0))]

**Derivadas da função de custo Erro Médio Quadrático (MSE)**

3 A derivada em relação ao *θ*0:*∂J*

*∂θ*0?

1 Partindo da função J já com a distributiva aplicada:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8OAwAItgLbIxiUmAAAAABJRU5ErkJggg==)

*J* =1*m*X*m i*=1

h

*y*2*i −* 2*yixiθ*1 *−* 2*yiθ*0 +

(*−xiθ*1)2 + 2*xiθ*1*θ*0 + (*−θ*0)2 i

2 Calculando derivadas parciais para cada elemento. Lembrem que elementos onde não aparece *θ*0 são considerados constantes, logo suas derivadas são 0. Onde há *θ*0 a derivada torna-se 1, e onde há *θ*20. a derivada torna-se 2*θ*0:

*∂θ*0=1*m*X*m*

*∂J*

*i*=1

h

*~~y~~*2*i ~~−~~*~~2~~*~~y~~~~i~~~~x~~~~i~~~~θ~~*~~1~~ *−* 2*yi* +

*−*~~(2~~*~~x~~~~i~~~~θ~~*~~1~~~~)~~2 + 2*xiθ*1 + 2*θ*0 i

**Derivadas da função de custo Erro Médio Quadrático (MSE)**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//82AwAItALazBebVQAAAABJRU5ErkJggg==)**

3 Reorganizando os termos por fator comum (colocando *−*2 em evidência):

*∂θ* =1*m*X*m*

*∂J*

*i*=1

[*−*2 (*yi − xiθ*1 *− θ*0)]

*∂θ* =1*m*X*m*

*∂J*

*i*=1

[*−*2 (*yi −* (*xiθ*1 + *θ*0))]

**Gradiente para regressão linear**Tiago A. Almeida Gradiente para regressão linear**Algoritmo** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8+AwAIvALe9oZAkwAAAABJRU5ErkJggg==)

repetir até convergir {

*✓*0 := *✓*0 *↵* 1*m*X*m*

*i*=1

*✓*1 := *✓*1 *↵* 1*m*X*m*

*i*=1

(*h✓*(*xi*) *yi*) (*h✓*(*xi*) *yi*)*xi*

Atualizar “simultaneamente” e θ0 θ1

}

Tiago A. Almeida

Gradiente descendente ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8uAwAIuALceF8VrQAAAABJRU5ErkJggg==)

**Gradiente descendente**

**Observações**

GD é sensível à escala dos dados

É recomendável aplicar normalização por padronização para fazer com que

GD é sensível à taxa de aprendizagem

Recomendável testar com ..., 0.001, 0.01, 0.1, 1, ...

Certifique-se de que ***decresce*** a cada iteração. Caso contrário, reduza o valor de

Gradiente descendente**Gradiente descendente**

**Observações**

GD é sensível à escala dos dados

É recomendável aplicar normalização por padronização para fazer com que

GD é sensível à taxa de aprendizagem

Recomendável testar com ..., 0.001, 0.01, 0.1, 1, ...

Certifique-se de que ***decresce*** a cada iteração. Caso contrário, reduza o valor de

Tiago A. Almeida ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8KAwAIpgLTxaqbyQAAAABJRU5ErkJggg==)

# iterações

**Ciência de dados**

**Regressão Linear Multivariada**

**Renato Moraes Silva**

**renato.silva@facens.br**

**Regressão linear multivariada**Tiago A. Almeida Regressão linear multivariada ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8aAwAIqgLVQg1bVgAAAABJRU5ErkJggg==)

**Tamanho #Cômodos #Andares #Anos Valor'(U$1000)'**

2104 5 1% 45 460%

1416 3 2% 40 232%

1534% 3 2% 30 315%

852% 2% 1% 36% 178%

…% …% …% …% …%

**Notação:(**

="quan'dade"de"atributos

="""""""amostra"do"conjunto"de"treinamento

="valor"do"atributo""""da"""""""amostra"do"conjunto"de"

treinamento

Tiago A. Almeida

**Regressão linear multivariada** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8qAwAIqALUnu0a/AAAAABJRU5ErkJggg==)

Regressão linear multivariada**Regressão linear univariada**

**Regressão linear multivariada**Tiago A. Almeida Regressão linear multivariada![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//88AwAInALOROMHPgAAAABJRU5ErkJggg==)

**Regressão linear univariada**

**Regressão linear multivariada**

**Regressão linear multivariada**Tiago A. Almeida Regressão linear multivariada ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8sAwAImALMyjpSAAAAAABJRU5ErkJggg==)

**Regressão linear univariada**

**Regressão linear multivariada**

Para simplificar:

**Regressão linear multivariada**Tiago A. Almeida Regressão linear multivariada ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8SAwAIogLReJyAkAAAAABJRU5ErkJggg==)

**Regressão linear univariada**

**Regressão linear multivariada**

Para simplificar:

*h✓*(*x*) = *✓T x*

Tiago A. Almeida

**Regressão linear multivariada** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8CAwAIngLPyDw9yQAAAABJRU5ErkJggg==)

Regressão linear multivariada

**Hipótese:)**

**Parâmetros:)**

**Função)de)custo:)**

**Gradiente descendente**

Repita

**Regressão linear multivariada**Tiago A. Almeida Regressão linear multivariada![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8EAwAIjgLHuREjsQAAAABJRU5ErkJggg==)

**Algoritmo**

repetir até convergir {

*✓j* := *✓j ↵*1*m*X*m*

*i*=1

}

(*h✓*(*xi*) *yi*)*xij*

Atualizar “simultaneamente”

**Regressão linear multivariada**Tiago A. Almeida Regressão linear multivariada![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8YAwAIigLF8Ggc+wAAAABJRU5ErkJggg==)

*✓j* := *✓j ↵* 1*m*X*m i*=1

(*h✓*(*xi*) *yi*)*xij*

*✓*0 := *✓*0 *↵* 1*m*X*m i*=1

*✓*1 := *✓*1 *↵* 1*m*X*m i*=1

*✓*2 := *✓*2 *↵* 1*m*X*m i*=1

...

(*h✓*(*xi*) *yi*)*xi*0 (*h✓*(*xi*) *yi*)*xi*1 (*h✓*(*xi*) *yi*)*xi*2

**Medidas de desempenho**

*Mean squared error* (MSE):1*n*X*n t*=1

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//80AwAIlALKfnLc+AAAAABJRU5ErkJggg==)penaliza os erros maiores

*Mean absolute error* (MAE):1*n*X*n t*=1

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8vAwAI+AL8ldyzEQAAAABJRU5ErkJggg==)*e*2*t*

*|et|*

*R*2(*coefficient of determination*): 1 *−SSres*

*SSres* =X*n*

*e*2*t* =X*n*

*SStot*, onde

*t*=1

*t*=1

(*yi − y*ˆ*i*)2, *SStot* =X*n t*=1

(*yi − y*¯)2, *yi* é o valor

verdadeiro, *y*ˆ*i* é o valor predito e *y*¯ =1*n*P*nt*=1*yi*

*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8PAwAI9gL7zpsyJAAAAABJRU5ErkJggg==)*melhor valor é 1

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8/AwAI/AL+GwXmLwAAAABJRU5ErkJggg==)um modelo baseline que sempre prediz *y*¯ (média), independente dos atributos, possui valor 0.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8fAwAI+gL9STzyuwAAAABJRU5ErkJggg==)pode assumir valores negativos (predições piores que a do método baseline)

**Exercício ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8HAwAI7gL35vfCoAAAAABJRU5ErkJggg==)**

Calcule as métricas de desempenho MSE, MAE e *R*2, considerando a seguinte tabela de resultados esperados e resultados calculados pela regressão linear

Valor real Valor calculado

180 150

70 65

310 330

50 72

**Referências ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8bAwAI6gL1r4796gAAAABJRU5ErkJggg==)**
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